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Abstract 

            This systematic literature review (SLR) examines the current applications of AI chatbots in education by 

analyzing 30 peer-reviewed articles indexed in Scopus and published between 2020 and 2025. Following the 

PRISMA 2020 framework, this study addressed four key objectives: 1) to explore the current patterns of AI chatbot 

usage, 2)  to identify and analyze the perceived benefits of AI chatbots in education, 3)  to examine the key 

challenges of AI chatbots in education, and 4) to propose evidence-based management strategies that can support 

the responsible and effective implementation of AI chatbots in education. The study revealed that AI chatbots were 

predominantly employed to personalize learning, enhance student engagement, facilitate self-regulated learning, 

and streamline administrative tasks. Benefits included improved access to educational resources, enhanced writing 

and research skills, and more efficient classroom, management. On the other hand, concerns persist regarding 

data privacy, ethical implications, and academic integrity, particularly as students may leverage these tools for 

educational misconduct, alongside the potential negative impact on critical thinking skills. To mitigate this concern, 

the study suggested that institutions formulated clear policies, facilitate faculty training, align chatbot integration 

with pedagogical goals, and implement continuous evaluation mechanisms. The study aimed to provide evidence 

based – insight for educators, and policymakers involved in the integration of AI chatbots within educational 

settings. 
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Background and significance 

Artificial Intelligence (AI) is transforming the way education works around the world. AI-powered chatbots 

are increasingly used to personalize learning and enhance engagement. Moreover, it provides administrative 

support, which helps teachers to save more time and can be more focused on the students (Kuhail et al., 2023; 

Lan & Zhou, 2025; Romero Alonso et al., 2025). The growing popularity of AI chatbots is also reflected in market 

trends. In 2024, the global AI chatbots market was worth about 8.6 billion US dollars, and it is expected to reach 

over 11.14 billion in 2025. By 2029, this number may rise to more than 31.11 billion, by a compound annual growth 

rate (CAGR) of 29.3%. This shows just how quickly this technology is spreading and growing (The Business 

Research Company, 2025). 

 

 
 

Figure.1 Artificial Intelligence (AI) AI Chatbots Global Market Report 

 

Governments and educational institutions are also responding to this trend. In the UK, the Department for 

Education now encourages teachers to leverage AI tools for automating routine tasks to save more time and can 

have more focus on students, while emphasizing transparency and risk management (Shearing, 2025). Similarly, 

more than 100 Canadian universities and colleges are integrating AI chatbots into digital textbooks to offer 

personalized feedback and flexible learning opportunities (Tang, 2024). These examples illustrate policy trends but 

are not part of the academic literature reviewed. 

Recent academic studies highlight AI chatbot use for personalized learning, engagement, and 

administrative support (Ezzaim et al., 2023; Wiboolyasarin et al., 2025), help students manage their own learning 

to match with their learning style (Lan & Zhou, 2025), keep learners more engaged (D’Mello et al., 2024), and 

even encourage teamwork and collaboration (Zapata et al., 2024). 

However, AI chatbots also brings several challenges including data privacy, algorithmic bias, academic 

integrity, and impacts on critical thinking. There are ongoing discussions about student data privacy and the security 

of the information shared with AI chatbots (Almalki et al., 2025; Mat Yusoff et al., 2025). Some researchers are 

also concerned about AI spreading false or biased information, which can cause some misunderstanding and trust 
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issues (Heil et al., 2025; Winkler et al., 2023). Another major challenge is academic honesty, as some students 

might use AI in ways that lead to plagiarism or make them too dependent on it for thinking and writing (Dhamija 

& Dhamija, 2025; Elliott et al., 2025). According to the challenges that have been mentioned, teachers need to 

be informed about how overusing AI chatbots could make students less skilled at thinking critically or solving 

problems (Kim et al., 2025; Zhang et al., 2025). 

Many schools and universities still do not have solid systems in place to manage how AI chatbots are 

used in education (Fullan et al., 2024; Saleh et al., 2025). There is a strong need for practical, research-based 

guidelines that help ensure chatbot use aligns with pedagogical goals and institutional values. (Trindade et al., 

2025; Yang et al., 2025). 

This study focuses on literature published within the past five years (2020–2025), following the 

methodological recommendations of Xiao & Watson (2017). By systematically analyzing recent research, this study 

aims to provide a comprehensive understanding of how AI chatbots are currently used in education, the benefits 

and challenges they provide, and the strategies required to manage their AI chatbots in education responsibly. 

The goal is to inform educators, administrators, and policymakers who are willing to use AI chatbots in education 

effectively and efficiently. 

 

Objectives 

1. To explore the current patterns of AI chatbots usage in education 

            2. To identify and analyze the perceived benefits of AI chatbots in education 

3. To examine the key challenges of AI chatbots in education 

            4. consolidate evidence-based management strategies for AI chatbot integration 

 

Literature reviews 

 In recent years, the usage of AI chatbots in education has been growing. Researchers, teachers, and 

policymakers are paying more attention to this trend, as the studies show that this trend is changing quickly, with 

AI chatbots now being used for many different purposes. It helps with teaching and learning to handle day-to-

day administrative tasks in schools and universities. 

 This section synthesizes insights from 30 peer-reviewed articles published between 2020 and 2025, 

providing an overview of current usage, perceived benefits, challenges, and emerging management practices of 

AI chatbots in education. 

 AI chatbots Usage in Education 

The usage of AI chatbots has been increasing in education. According to Romero Alonso et al., 2025 and 

Kuhail et al., 2023, AI chatbots have been used in many ways in education such as enhance learning, facilitate 

communication, and support institutional operations. Many studies highlight their role in promoting personalized 

and adaptive learning experiences. As well as helping students to engage in self-regulated learning (Lan & Zhou, 

2025), and fostering collaborative learning environments (D'Mello et al., 2024; Zapata et al., 2024). In language 
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education, AI chatbots have been found to enhance second-language acquisition by providing interactive and 

adaptive feedback (Wiboolyasarin et al., 2025). 

Additionally, AI chatbots provide immediate and personalized feedback, which very convenience and it 

could support students outside the classroom as it is 24/7 services (Black & Tomlinson, 2025; Kang et al., 2024), 

it also provide support to teachers as automate administrative processes such as grading and scheduling 

(Meinlschmidt et al., 2025; Okonkwo & Ade-Ibijola, 2021), and support digital textbook and virtual classroom 

integration to make teachers works easier (Carson, 2024). These trends reflect the growing role of AI chatbots as 

integral components of modern digital learning ecosystems which could be something common in the future, 

according to the growth rate of these technologies. 

 Benefits of AI chatbots in Education 

 The study consistently highlights benefits that are related to AI chatbots in education. For example, 

enhanced accessibility to learning resources and personalized feedback is among the most frequently reported 

advantages as many studies mentioned (Chen et al., 2020; Ezzaim et al., 2023; Wiboolyasarin et al., 2025). AI 

chatbots support continuous learning by providing real-time feedback, which helps to improve student outcomes 

and engagement as the students could learn anywhere and anytime (D'Mello et al., 2024; Zapata et al., 2024). 

They also contribute to the development of academic writing and research skills (Kim et al., 2025; Winkler et al., 

2023), and foster student motivation and self-efficacy as AI chatbots can detect how well each student is and 

what each student should improve individually (Mat Yusoff et al., 2025; Salama et al., 2025). 

 For the management perspective, AI chatbots enhance institutional efficiency by automating routine 

administrative tasks (Dhamija & Dhamija, 2025). Furthermore, they promote inclusive education by providing 24/7 

support, particularly benefiting students with diverse learning needs such as shy students (Ortiz et al., 2025; 

Romero Alonso et al., 2025). 

 Challenges of AI chatbots in Education 

 Besides these benefits, AI chatbots in education also presents several challenges. Data privacy and 

security concerns are prevalent, with multiple studies calling for stronger institutional safeguards (Almalki et al., 

2025; Mat Yusoff et al., 2025; Saleh et al., 2025). As well as, ethical risks, including algorithmic bias and the 

potential for misinformation, are also well documented as it can cause misunderstanding and losing trust (Heil et 

al., 2025; Fošner & Aver, 2025; Winkler et al., 2023). 

 Academic integrity remains a critical issue, with increased risks of plagiarism and over-reliance on AI-

generated content, which could turn to some ethical concern as it might go wrong and cause inappropriate action 

or situation in the future (Dhamija & Dhamija, 2025; Elliott et al., 2025; Kim et al., 2025). Additionally, some 

educators are also worried that relying too much on AI chatbots might make it harder for students to develop 

important skills like critical thinking and deep problem solving (Adams & Thompson, 2025; Fullan et al., 2024). 

Another issue is that not everyone is familiar with how to use AI chatbots, which can make it harder to it in a fair 

and effective way (Heil et al., 2025; Yang et al., 2025). 
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 Management of AI chatbots in Education 

Effective management of AI chatbot integration is very important as it can create more benefits while 

preventing challenges which could happen in the future. Many studies highlight how important it is for schools and 

universities to have clear policies and ethical guidelines when using AI chatbots (Fullan et al., 2024; Saleh et al., 

2025; Yang et al., 2025). Faculty training and professional development are also success factors that the schools 

and universities should provide as it is necessary (Meinlschmidt et al., 2025; Winkler et al., 2023). Researchers 

also suggest that AI chatbots should be designed in a way that aligns with pedagogical goals of each course and 

meets students' needs, so they can truly support better learning outcomes (Ortiz et al., 2025; Romero Alonso et 

al., 2025). 

Collaborative approaches involving educators, technologists, and administrators are advised to ensure 

that AI chatbot integration supports institutional goals and educational values because by driving it to the wrong 

direction could create many challenges (Fošner & Aver, 2025; Trindade et al., 2025). Finally, ongoing evaluation 

and continuous refinement are essential to ensure that AI chatbots applications remain effective, ethical, and 

aligned with evolving educational needs (Tortella et al., 2025; Yang et al., 2025; Saleh et al., 2025). 

Table 1 provides a summary of the 30 peer-reviewed articles published in Scopus-indexed journals 

between 2020 and 2025 were included in this study. The detailed synthesis of usage, benefits, challenges, and 

management strategies drawn from these studies is presented in the results section. 

 

Table 1 Summary of the 30 peer-reviewed articles included in the review 
No. Author(s) and Year Journal Name Focus Area Usage Benefits Challenges Management 

1 
Adams & Thompson 

(2025) 

Leadership and Policy in 

Schools 
School leadership √ √ √ √ 

2 Almalki et al. (2025) BMC Medical Education Medical education readiness √ √ √  

3 
Black & Tomlinson 

(2025) 
Scientific Reports Academic writing & research √ √ √ √ 

4 Carson (2024) 
Scandinavian Journal of 

Educational Research 
Interprofessional expertise √    

5 Chen et al. (2020) 
Computers and Education: 

Artificial Intelligence 
AI in education (general trends) √ √   

6 
Dhamija & Dhamija 

(2025) 

Journal of Interdisciplinary 

Studies in Education 
ChatGPT in higher education √ √ √ √ 

7 D'Mello et al. (2024) AI Magazine 
Collaborative learning (AI 

partners) 
√ √ √ √ 

8 Elliott et al. (2025) 
Teaching and Learning in 

Nursing 
Critical thinking in nursing √ √ √ √ 

9 Ezzaim et al. (2023) 
Journal of Universal 

Computer Science 
Adaptive learning √ √   

10 Fošner & Aver (2025) Sustainable Futures Student beliefs & concerns √ √ √ √ 

11 Fullan et al. (2024) 
School Leadership & 

Management 
AI in school leadership √ √ √ √ 

12 Heil et al. (2025) 
Smart Learning 

Environments 
AI competence & learning √ √ √ √ 

 



 

1660 

 

ISSN: 2774-0390 (Online)                วารสารวทิยาการจัดการ มหาวทิยาลัยราชภัฏสกลนคร, 5(4), 2568 

Table 1 (continued)  
No. Author(s) and Year Journal Name Focus Area Usage Benefits Challenges Management 

13 Kang et al. (2024) 
Family and Consumer Sciences 

Research Journal 
Fashion education √  √  

14 Kim et al. (2025) Scientific Reports AI literacy  √ √  

15 Kuhail et al. (2023) 
Education and Information 

Technologies 

Educational AI chatbots 

(systematic review) 
√ √ √ √ 

16 Lan & Zhou (2025) npj Science of Learning Self-regulated learning √ √ √ √ 

17 
Mat Yusoff et al. 

(2025) 
Discover Computing AI in higher education √ √ √ √ 

18 
Meinlschmidt et al. 

(2025) 
BMC Medical Education Professional communication √ √ √ √ 

19 
Okonkwo & Ade-

Ibijola (2021) 

Computers and Education: 

Artificial Intelligence 

Educational AI chatbots 

(systematic review) 
√ √ √ √ 

20 Ortiz et al. (2025) JAMA Network Open AI in healthcare screening √ √ √ √ 

21 
Romero Alonso et 

al. (2025) 

RIED-Revista Iberoamericana 

de Educación a Distancia 

Distance education 

personalization 
√ √ √ √ 

22 
Salama et al. 

(2025) 
BMC Nursing AI perceptions in nursing  √   

23 Saleh et al. (2025) BMC Nursing 
Faculty perceptions of AI 

chatbots 
√ √ √ √ 

24 
Tortella et al. 

(2025) 
BMC Medical Education Physiotherapy education √ √ √ √ 

25 
Trindade et al. 

(2025) 

International Journal of 

Management Education 
Math education with AI √ √ √ √ 

26 
Wiboolyasarin et al. 

(2025) 
Ampersand Second language education √ √ √ √ 

27 
Winkler et al. 

(2023) 

Entrepreneurship Education 

and Pedagogy 
Entrepreneurship education √ √ √ √ 

28 Yang et al. (2025) 
Humanities and Social 

Sciences Communications 
AI literacy education √ √ √ √ 

29 Zhang et al. (2025) Scientific Reports Higher-order thinking √ √ √ √ 

30 
Zapata et al. 

(2024) 

Ubiquitous Learning: An 

International Journal 
Collaborative learning √ √ √ √ 

 
 

 

 

 

 

 

 

 

 

Figure. 2 Conceptual framework 

Benefits of AI chatbots in education 

Management of AI chatbots in education 

Challenges of AI chatbots in education 

AI chatbots usage in education 
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Methods 

 1. Population and samples 

    This study employed a Systematic Literature Review (SLR) approach, following the PRISMA 2020 

guidelines (Page et al., 2021), to ensure a transparent, rigorous, and replicable review process. The review focused 

on synthesizing current knowledge regarding the integration of AI chatbots in education, specifically analyzing their 

usage patterns, perceived benefits, challenges, and management strategies. 

    This review targeted peer-reviewed articles published in Scopus-indexed journals between 2020 and 

2025. The target population comprised academic studies that examined the management, usage, benefits, and 

challenges of AI chatbots in educational contexts. 

    A comprehensive search process was conducted, following inclusion and exclusion criteria. The inclusion 

criteria required that articles: 

   1) Focused on AI chatbot applications in education 

   2) Were peer-reviewed and indexed in Scopus 

   3) Published between 2020 and 2025 

   4) Written in English 

    Articles such as conference proceedings, editorials, and non-peer-reviewed publications were 

excluded. After screening, 30 articles were included in the final synthesis. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 3 PRISMA flow diagram 

Record screened 

(n = 95) 

 

Studies included in synthesis 

(n = 30) 

Full-text articles assessed 

(n = 45) 

Record after duplicates removed 

(n = 95) 

Record identified through database 

searching (n = 130) 

Scopus (n = 85) 

Google Scholar (n = 45) 

Record excluded 

(n = 50) 

Full-text articles excluded 

(n = 15) 

• Focused on technical design of AI chatbots without educational 

application (n = 4) 

• Were non-peer-reviewed sources (n = 5) 

• Did not provide findings or conceptual insights related to 

educational contexts. (n = 6) 
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 2. Research tools 

 This review utilized tools and procedures recommended by the PRISMA 2020 guidelines (Page et al., 

2021) to ensure transparency, rigor, and replicability. 

 The primary tool guiding the review was the PRISMA 2020 Checklist, which supported systematic 

reporting across all stages of the review, including defining research questions, search strategy, article selection, 

data collection, and synthesis. Additionally, the PRISMA flow diagram (Figure. 3) was employed to illustrate the 

selection process of included studies, providing clear documentation of the number of records identified, screened, 

and included. 

 Systematic research was performed across major academic databases, including Scopus and Google 

Scholar. Supplementary manual searches of reference lists were also conducted to ensure comprehensive coverage 

of relevant literature. 

 Data from the selected articles were manually analyzed through thematic synthesis, following guidance 

from SLR methodologies (Xiao & Watson, 2017). The resulting themes and extracted information were organized 

using Microsoft Excel to facilitate clarity and consistency in synthesis. 

 3. Data collection 

 Data sources and search strategy 

A comprehensive search was conducted across the Scopus database and Google Scholar to ensure broad 

coverage of relevant literature. The search was performed in May 2025 and included combinations of the following 

keywords: "AI chatbots," "artificial intelligence AI chatbots," "AI chatbots in education," "AI in higher education," "AI 

chatbots management," "education management," "educational technology," "teaching and learning with AI 

chatbots," "AI chatbots for students," and "AI chatbots for teachers." 

An initial pool of approximately 130 articles was identified: 85 articles from Scopus and 45 articles from 

Google Scholar. All articles sourced from Google Scholar were manually verified to ensure they were peer-

reviewed journal publications. 

Inclusion and exclusion criteria 

 Studies were included if they met the following criteria: 

- Published in peer-reviewed journals between 2020 and 2025 

- Indexed in Scopus or verified through manual review 

- Focused on the use of AI chatbots in educational contexts 

- Provided empirical findings or comprehensive reviews relevant to the research objectives 

 Studies were excluded if they: 

- Focused on AI applications outside of education 

- Were editorials, opinion pieces, or conference abstracts 

- Lacked sufficient methodological rigor or transparency 

Study selection 

 The study selection process followed the PRISMA 2020 flow, which involved four stages: identification, 
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screening, eligibility assessment, and inclusion. The PRISMA flow diagram (Figure. 3) summarizes the selection 

process. After removing duplicates and screening, 45 articles underwent full-text review. Of these, 30 articles 

met the inclusion criteria and were selected for in-depth analysis. 

 Data extraction 

 For each included study, data were systematically extracted using a structured template capturing 

author(s), year, journal, AI chatbots usage patterns, benefits, challenges, and management strategies. The 

extraction process was independently verified to ensure accuracy and consistency. 

4. Data analysis 

 A thematic synthesis approach was employed to analyze the extracted data. Themes were identified 

inductively through iterative coding and were aligned with the four dimensions of the conceptual framework: 

usage, benefits, challenges, and management. This approach enabled a comprehensive synthesis of current 

knowledge and the identification of emerging patterns and best practices in AI chatbot integration within educational 

settings. 
  

Results 

 This systematic literature review synthesized findings from 30 peer-reviewed articles published between 

2020 and 2025. The results are organized to directly address each of the four research objectives. 

 1. Current Patterns of AI Chatbots Usage in Education 

 AI chatbots are widely used in various educational contexts to support both instructional and administrative 

tasks. In higher education, chatbots facilitate personalized learning, enabling self-paced study and adaptive 

feedback. They also promote collaborative learning through interactive peer-like interfaces. Beyond instruction, 

chatbots automate routine tasks such as grading, feedback, communication, and scheduling, thereby enhancing 

operational efficiency. 

 2. Perceived Benefits of AI Chatbots in Education 

 Key benefits include increased student engagement and motivation, enhanced academic skills (especially 

in writing and research), and improved access to learning resources. Chatbots offer timely feedback, support self-

regulated learning, and create inclusive learning environments for diverse student populations. On the operational 

side, they reduce faculty workload by streamlining administrative tasks. 

 3. Key Challenges of AI Chatbots in Education 

 Challenges include concerns over data privacy and the security of sensitive student information. Ethical 

risks such as bias, misinformation, and threats to academic integrity have been identified. There is also a potential 

risk of over-reliance on AI-generated content, which may impede critical thinking and problem-solving 

development among students. 

 4. Evidence-based Management Strategies for AI Chatbot Integration 

 Effective management strategies include the development of clear institutional policies that align chatbot 

use with educational goals. Faculty training is essential to ensure appropriate integration into teaching practices. 
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AI chatbot design should prioritize meaningful learning experiences over automation. Ongoing evaluation and 

continuous improvement are necessary to maintain ethical standards and responsiveness to learner needs. 

 

Table 2 Thematic synthesis of AI chatbots usage, benefits, challenges, and management strategies in education 

Dimension Thematic Synthesis of Findings 

Usage 

AI chatbots are used across various educational contexts to support personalized learning, self-

regulated learning, and adaptive learning pathways. They are employed in language education, 

collaborative learning environments, and professional training. Additionally, AI chatbots are 

integrated into administrative processes to automate grading, provide feedback, manage 

communications, and support instructional design. 

Benefits 

AI chatbots enhance access to learning resources and provide personalized, immediate feedback, 

fostering self-paced learning. They promote student engagement and motivation, support the 

development of academic writing and research skills, and contribute to operational efficiency by 

automating routine educational and administrative tasks. Additionally, AI chatbots foster inclusive 

education by providing support to students with diverse learning needs. 

Challenges 

Key challenges include concerns about data privacy and the secure handling of student 

information. Ethical issues such as algorithmic bias, misinformation, and lack of transparency 

are frequently reported. Risks to academic integrity, including plagiarism and over-reliance on 

AI-generated content, are significant. Furthermore, there is concern about the potential erosion 

of critical thinking and higher-order cognitive skills among students due to extensive AI chatbots 

use. 

Management 

Effective management strategies emphasize the need for clear institutional policies and ethical 

guidelines. Faculty training and professional development are critical to enabling educators to 

integrate AI chatbots effectively and responsibly. AI chatbots should be designed to match the 

goals of the lessons and help create real, meaningful learning experiences. It is also important 

to keep reviewing and improving how these AI chatbots are used, so they stay useful, fair, and 

relevant as teaching and learning needs continue to change. 

 

 Table 2 provides a concise thematic summary that links the usage, benefits, challenges, and management 

of AI chatbots in education. It shows how chatbots support personalized learning and administration while raising 

concerns about data privacy, academic integrity, and critical thinking. The management section emphasizes the 

need for ethical policies and continuous evaluation. Overall, the table helps visualize how these elements interact 

and guide institutions in implementing AI chatbots responsibly.  

 

Discussion 

 This systematic literature review explored the current landscape of AI chatbot integration in education by 
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synthesizing findings from 30 peer-reviewed articles. The results contribute valuable insights into usage patterns, 

perceived benefits, challenges, and management strategies, addressing the four objectives of the study. 

 The review confirms widespread adoption of AI chatbots in higher education and language learning, 

supporting personalized and administrative functions as shown in prior studies (Kuhail et al., 2023; Okonkwo & 

Ade-Ibijola, 2021; Romero Alonso et al., 2025). 

 In terms of benefits, AI chatbots significantly improve student engagement, motivation, and academic 

performance by providing real-time, personalized feedback and enabling anytime anywhere learning (D'Mello et 

al., 2024; Wiboolyasarin et al., 2025). Additionally, AI chatbots support academic skill development, particularly 

in writing and research, and foster greater learner autonomy (Kim et al., 2025; Winkler et al., 2023). These 

findings align with earlier studies (Chen et al., 2020; Ezzaim et al., 2023) that emphasize the potential of AI 

technologies to enhance educational outcomes and student experiences. 

 However, several challenges remain, concerns regarding data privacy and security (Almalki et al., 2025), 

as well as ethical issues, such as algorithmic bias and risks of misinformation (Heil et al., 2025; Winkler et al., 

2023). Academic integrity is another prominent issue, with risks of plagiarism and over-reliance on AI-generated 

content (Dhamija & Dhamija, 2025; Kim et al., 2025). Furthermore, the findings suggest that lack of faculty 

preparedness and insufficient technical infrastructure may hinder effective integration (Yang et al., 2025), 

consistent with previous literature (Fullan et al., 2024). 

 To address these challenges, this review consolidates evidence-based management strategies. Key 

recommendations include the development of comprehensive policies and ethical guidelines, ensuring responsible 

AI use (Fullan et al., 2024; Yang et al., 2025). Faculty development is also critical; ongoing training will empower 

educators to utilize AI chatbots effectively while maintaining academic integrity (Meinlschmidt et al., 2025; Winkler 

et al., 2023). AI chatbot designs should align closely with educational objectives and be grounded in pedagogical 

theory (Ortiz et al., 2025). Finally, institutions should implement continuous evaluation frameworks to monitor AI 

chatbot performance and adapt to evolving educational needs (Saleh et al., 2025; Yang et al., 2025). 

 The limitations of this review include the limited number of empirical studies in certain disciplines and the 

rapidly changing nature of AI technologies, which may affect the long-term applicability of findings. Furthermore, 

the geographical distribution of the reviewed studies may limit generalizability across diverse educational contexts. 

 Implications for future research and practice are significant. Institutions should prioritize interdisciplinary 

collaboration between educators, technologists, and policymakers to ensure that AI chatbot integration supports 

ethical, effective, and learner-centered education. Future studies should explore longitudinal impacts of AI chatbot 

use and address gaps in underrepresented contexts and disciplines. 

 In summary, AI chatbots present great potential but require thoughtful, evidence-based integration to 

maximize benefits and minimize risks. 

 

New Knowledge  

 This study contributes to the current understanding of AI chatbots in education by bringing together recent 
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research published between 2020 and 2025. While earlier studies, like the one by Okonkwo &                   Ade-

Ibijola (2021), looked at how AI chatbots were first introduced into education, this study takes it further by focusing 

on more recent developments, especially during a time when AI has advanced quickly and concerns about ethics 

and teaching quality have grown. One of the main strengths of this study is its clear framework, which connects 

how AI chatbots are being used, the benefits they offer, the problems they raise, and how they can be managed 

responsibly. By reviewing 30 peer-reviewed articles from Scopus, this paper gives a well-rounded view of how 

AI chatbots are currently being used, what effects they have, and what schools and universities need to do to 

handle them well. It also points out new trends that past studies did not focus much on, such as the importance 

of designing AI chatbots to fit teaching goals. Ethical issues such as the concerns about honesty in academic work 

and the possible decline in students' critical thinking are also emphasized. Overall, this study helps build a stronger 

foundation for future studies, education policies, and school and university practices related to AI chatbots use. 

  

Suggestions 

           1. Suggestions for applying research results 

   1.1 Institutions should develop clear, structured policies to guide the ethical use of AI chatbots in 

education, addressing data protection, academic integrity, and transparency. 

   1.2 Comprehensive training programs should be provided for educators to ensure effective technical 

use and meaningful pedagogical integration of AI chatbots. 

   1.3 AI chatbots should be designed to enhance, not replace, human interaction in the learning process, 

maintaining the critical role of teacher-student relationships. 

   1.4 Chatbot functionalities should align with specific lesson objectives to foster greater engagement and 

improve learning outcomes. 

   1.5 Schools and universities should establish continuous review and improvement processes to ensure 

AI chatbot usage remains effective, equitable, and responsive to evolving educational needs. 

            2. Suggestions for future research 

     2.1 Future studies should conduct longitudinal research to examine the long-term effects of AI chatbots 

on student learning, with particular attention to the development of critical thinking skills. 

    2.2 Further investigation is needed to identify which management practices and AI chatbot design 

features most effectively enhance learning outcomes in real-world classroom settings. 

    2.3 Comparative studies across diverse cultural and educational contexts are recommended to better 

understand how these factors influence the adoption and effectiveness of AI chatbots in education. 

    2.4 Interdisciplinary research that integrates perspectives from education, computer science, and ethics 

is encouraged to inform the development of AI chatbot applications that promote both educational effectiveness 

and responsible use. 
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