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Abstract

Glass and construction material businesses currently face significant challenges in
understanding customer needs, resulting in inefficient sales growth. This research developed
an intelligent chatbot system through a web application connected to the LINE platform to
serve as a medium for communication, recording customer requirements, and recommending
products that match customer needs. The primary target group is contractor customers who
need to purchase construction materials for specialized work. This chatbot system utilizes
Large Language Model (LLM) technology that has been fine-tuned, combined with Retrieval
Augmented Generation (RAG) techniques to optimize for product knowledge and inter-product
relationships. The research used 2,732 test datasets and evaluated the model performance
by comparing the accuracy between fine-tuned Llama-3.1-8B with closed models like GPT-4o
and Claude 3.5 Sonnet.

The results showed that fine-tuned Llama-3.1-8B provided high accuracy in product
verification (79%) and connecting products with their applications (87%), while GPT-4o
performed better in product recommendations (86%). Additionally, user satisfaction
evaluations found that Llama-3.1-8B received the highest overall satisfaction score (4.6 out of
5.0), thus being selected as the primary model for developing the chatbot system for real-

world implementation.

Keywords: Chatbot, Large Language Model, Fine-Tuning, Customer Relationship,

Retrieval Augmented Generation
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wuuaesuula s 2 Alawisldun GPT-do wag Claude 3.5 Sonnet lasfluuudtassuuuaiia 2
liiannsausuuss ileldnuuuudmmls udasnsaldnisfadeyasails

A1519 2 ANSMHANNSUTEUUSEENTANLUUIaD9 luN1SAsIdauadua Nilussuy

LLM # of Embeded Dataset # of Dataset for Accuracy (Fine-Tuning +
for RAG Pipeline Testing RAG)
Llama-3.1-8B
. 12074 100 79%
(Fine-Tuned)
GPT-do 12074 100 74%
Claude 3.5 Sonnet 12074 100 69%

M99 3 ANSEANNSUTLIUUSEENSAMLUUINEDY MnSdaulead@uanunsleay

LLM # of Embeded Dataset # of Dataset for Accuracy (Fine-Tuning +
for RAG Pipeline Testing RAG)
Llama-3.1-8B
) 12074 100 87%
(Fine-Tuned)
GPT-4o 12074 100 82%
Claude 3.5 Sonnet 12074 100 78%

A1519 4 AN519HANNSUTEUUSEANTAMNLUUIIaD9 TAIUAIT kuzindunn

LLM # of Embeded Dataset # of Dataset for Accuracy (Fine-Tuning +
for RAG Pipeline Testing RAG)
Llama-3.1-8B
) 12074 100 82%
(Fine-Tuned)
GPT-do 12074 100 86%
Claude 3.5 Sonnet 12074 100 80%
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nsussliuanuawa lalunisldauusnuen

NNadITIINgUieg e lguTINIY 112 Au wudnisussiiiuauianelavesldau
(Likert Scale) lunsuhuoawoaiduiinunszuiunsuiuuss uaz msdsteya udnilulflunisneu
AManunauiaruTunveInslda lngagiadnadean sefuanufionela 1-5 luudasideussidu

laefiseau 1 A wolaeevian uagsedu 5 An walayn

M99 5 AN519RANNSUTEIUARATANUNIND NS LT9U

- o < AUNanala
i - anundugly | anudulva ANUEIlY | AumNNZEY RS
iadausziiiu X - FONAANS
ANSABUAIDNY | VBIUNEUNUI | N1SABUEUDY TuuSun
a5y
Llama-3.1-8B
) 4.8 4.2 39 4.9 4.6
(Fine-Tuned)
GPT-4do 4.4 a7 4.8 4.2 4.3
Claude 3.5 Sonnet 4.4 4.4 4.6 a1 a.1
anUseNan1sIve

Nndedrinlunseansseninaniinnuusuazgnin maneudenudifiniiissiu siud
N15319 ANUSIaENvemEnuvIglunsuugEum Flrldanunsouusiidui e demseiu
ponveldogafiudl fuiumsiaw ssuuwemuonitanansadilanudeinsuazuuzi Aufog
wiugseLeawoaldy (Large Language Model) saufumaiianisuszusauuudiass (Fine-Tuning)
LLazmiﬁﬁaiﬂa (Retrieval Augmented Generation:RAG) Fuduwmalunisifiveenuis
pe9HUTEANTA N

Han1sUsEIuUsEANSA Az uianealavegldiy wuitwuudiaes Llama-3.1-88 &
anulamauluduanuniuglunisneudionn arudulnavesnisaunuiiazaumunzauiu
Uunvesmsuuzthaud wineusslunseevausswedunatiasdiniuuusassuuladnios
usiganegluseiuiseniulddmiunisldnuaie

Fowmiuuudians Liama-3.1-88 Jdldsunmsdmdendulwavdnlunsimuwssuy wy
nuendmiuunanleduladeeniiaduaneea lngsatunisiiuuszaniamlunisnevausde
ANNABINTVRINA1 WelrinsuurtFuATianuLlugT wazaonAReItUAINABINITVDIINATLIN
Ju snadiadlemalumsiineenueluszezenlés

YanaNG WIINWUUINADY Llama-3.1-8B aglWHaaNSNA LARIEANYULNITNINUNADA
UT2UaNAUULATDIABY TILANAIIAINBLUUIIABIAaTUABENY GPT-4 %38 Claude 3.5 Sonnet N4

ISSN 2985-0193 (Online) Rom Yoong Thong Journal Vol.3 No.1 (January — April 2025)



13ETINLYIND Y 3 atuil 1 (WNs1AY — Weey 2568) / 79

nsUszanananu APl Jsdndudesinilsis UssnSamaeudsninesidessesiunisineueeig
FINLTIATUABAIUADINITVOINAUNUT NIsTanImATiANIT M ANz auNdn (optimization)
wazlAt (cache) JslmudrAglunisannise nMsviuveudinies

UGIGIGIIE

dmsunsimuiluounan ieteyaldiunisduinn untu Sudusdosdinisusuusauuuiaes
foyalniuarfinnsan Aansesteyaiinfidradvoonainssuulutuneunisiadoya osinnsd
Joyayaiediuusinaannualdnulaselies e1anelmiin Noise uardwaliloateaduusziiana
ARBU HANAINIINNITONNBIYATRYALINT I

1. n1sUSulsanasingadnwiseuy Lﬁa%’au‘ja%’%’umié’ﬂmmmﬁu Jududeeinisusuunss
wwudrassteyalniuazfiarsandansasdoyaiifidatveananszuuludune unsisdoya dedy
msmsEUUMIInnsteyadnluliAfianinsadansesazUiuussyadeyaliviuaivegiaue

2. MIsezaABInagnsNegIia MmsvenestuUlVinseURaungNanABu uenwileanngutis
W 151veslasanns an1uilin viediuman dausaznguenalinnudesnstaznisldauiunnnaiy
Fefumsiaunssuuiiesgideyaiedn (Analytics) oRnmumaAnssunistouasdaelunmsauwy
nagninsmaiaLaznIsneimangan uagasAnwilenmalunisversnisldauludtemiadun
uoNWilaan LINE 1 Facebook Messenger wisatiulgnvasusom
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