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บทคัดย่อ 

ธุรกิจกระจก และวัสดุก่อสร้างในปัจจุบันประสบปัญหาส าคัญในการเข้าใจความต้องการของลูกค้า 
ส่งผลให้การเพิ่มยอดขายขาดประสิทธิภาพ งานวิจัยนี้จึงพัฒนาระบบแชทบอทอัจฉริยะผ่านเว็บแอปพลิเคชันที่
เชื่อมต่อกับแพลตฟอร์มไลน์ เพ่ือเป็นสื่อกลางในการสื่อสาร บันทึกข้อมูลความต้องการ และแนะน าสินค้าให้
ตรงกับความต้องการของลูกค้า โดยกลุ่มเป้าหมายหลักคือลูกค้ากลุ่มช่างที่ต้องการซื้อวัสดุอุปกรณ์ก่อสร้าง
ส าหรับงานเฉพาะทาง ระบบแชทบอทนี้ใช้เทคโนโลยีแบบจ าลองภาษาขนาดใหญ่ แอลแอลเอ็ม (Large 
Language Model) ที่ผ่านการปรับแต่ง (Fine-Tuning) ร่วมกับเทคนิคการเพ่ิมประสิทธิภาพด้วยการเรียก
ข้อมูล (Retrieval Augmented Generation: RAG) เพ่ือให้เหมาะสมกับข้อมูลความรู้และความสัมพันธ์
ระหว่างสินค้า การวิจัยใช้ชุดข้อมูลทดสอบจ านวน 2,732 ชุด และประเมินประสิทธิภาพของแบบจ าลองด้วย
การเปรียบเทียบความแม่นย าระหว่าง Llama-3.1-8B ที่ผ่านการปรับแต่ง กับแบบจ าลองแบบปิดอย่าง GPT-
4o และ Claude 3.5 Sonnet  

ผลการศึกษาพบว่า Llama-3.1-8B ที่ปรับแต่งแล้วให้ความแม่นย าสูงในการตรวจสอบสินค้า (79%) 
และการเชื่อมโยงสินค้ากับการใช้งาน (87%) ในขณะที่ GPT-4o มีประสิทธิภาพดีกว่าในด้านการแนะน าสินค้า 
(86%) นอกจากนี้ ผลการประเมินความพึงพอใจจากผู้ใช้งานยังพบว่า Llama-3.1-8B มีคะแนนความพึงพอใจ
โดยรวมสูงสุด (4.6 จาก 5.0) จึงได้รับการคัดเลือกเป็นแบบจ าลองหลักในการพัฒนาระบบแชทบอทส าหรับ
การใช้งานจริง 
 
ค าส าคัญ: แชทบอท, แบบจ าลองภาษาขนาดใหญ่, การปรับแต่งแบบจ าลอง, ระบบลูกค้าสัมพันธ์, 
    การเพ่ิมประสิทธิภาพด้วยการเรียกข้อมูล 
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Abstract 
 Glass and construction material businesses currently face significant challenges in 
understanding customer needs, resulting in inefficient sales growth. This research developed 
an intelligent chatbot system through a web application connected to the LINE platform to 
serve as a medium for communication, recording customer requirements, and recommending 
products that match customer needs. The primary target group is contractor customers who 
need to purchase construction materials for specialized work. This chatbot system utilizes 
Large Language Model (LLM) technology that has been fine-tuned, combined with Retrieval 
Augmented Generation (RAG) techniques to optimize for product knowledge and inter-product 
relationships. The research used 2,732 test datasets and evaluated the model performance 
by comparing the accuracy between fine-tuned Llama-3.1-8B with closed models like GPT-4o 
and Claude 3.5 Sonnet.  
 The results showed that fine-tuned Llama-3.1-8B provided high accuracy in product 
verification (79%) and connecting products with their applications (87%), while GPT-4o 
performed better in product recommendations (86%). Additionally, user satisfaction 
evaluations found that Llama-3.1-8B received the highest overall satisfaction score (4.6 out of 
5.0), thus being selected as the primary model for developing the chatbot system for real-
world implementation. 
 
Keywords: Chatbot, Large Language Model, Fine-Tuning, Customer Relationship, 
       Retrieval Augmented Generation  
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บทน า 
ในปัจจุบัน ธุรกิจจ าหน่ายวัสดุก่อสร้างก าลังเผชิญกับความท้าทายส าคัญในการเข้าใจความต้องการ

ของลูกค้ากลุ่มช่าง ซึ่งส่งผลโดยตรงต่อประสิทธิภาพในการเพ่ิมยอดขายและการให้บริการ จากการศึกษาพบว่า 
กระบวนการสั่งซื้อสินค้าผ่านช่องทางการสื่อสารแบบดั้งเดิม เช่น ไลน์ส่วนตัวหรือโทรศัพท์ มีข้อจ ากัดส าคัญคือ 
พนักงานขายไม่สามารถให้ค าแนะน าเกี่ยวกับสินค้าที่เกี่ยวข้องได้อย่างรวดเร็วและแม่นย า เนื่องจากข้อจ ากัด
ด้านความรู้เชิงลึกและเวลาในการตอบสนอง โดยเฉพาะเมื่อลูกค้ากลุ่มช่างมักจะสั่งซื้อสินค้าตามรายการที่
ต้องการโดยไม่ได้ระบุวัตถุประสงค์การใช้งาน ท าให้พนักงานไม่สามารถแนะน าสินค้าเพ่ิมเติมที่จ าเป็นต่อการ
ท างานได้อย่างครบถ้วน 

การใช้เทคโนโลยีแบบจ าลองภาษาขนาดใหญ่ แอลแอลเอ็ม (Large Language Model) ได้รับความ
สนใจอย่างมากในการพัฒนาระบบแชทบอทอัจฉริยะที่สามารถเข้าใจความต้องการและให้ค าแนะน าที่
เหมาะสมแก่ผู้ใช้ อย่างไรก็ตามการน าแอลแอลเอ็มมาประยุกต์ใช้ในบริบทของธุรกิจจ าเพาะยังคงเป็นความท้า
ทาย เนื่องจากข้อจ ากัดในการเข้าถึงข้อมูลเฉพาะทางและการตอบสนองต่อค าถามที่ต้องการความรู้เชิงลึก 
งานวิจัยของ Neupane et al., (2024) แสดงให้เห็นว่าการใช้เทคนิคการเรียกข้อมูล (Retrieval Augmented 
Generation: RAG) ร่วมกับการปรับแต่งแบบจ าลอง (Fine-Tuning) สามารถเพ่ิมประสิทธิภาพของแชทบอท
ในการให้ค าตอบที่แม่นย าในบริบทเฉพาะได้ 

งานวิจัยนี้จึงพัฒนาระบบแชทบอทอัจฉริยะส าหรับธุรกิจวัสดุก่อสร้าง โดยใช้แบบจ าลองแอลแอลเอ็ม 
ร่วมกับเทคนิคการปรับแต่งโมเดล และการเรียกข้อมูล เพ่ือแก้ไขปัญหาดังกล่าว ระบบที่พัฒนาขึ้นจะช่วยให้
การสื่อสารระหว่างลูกค้ากลุ่มช่างและธุรกิจมีประสิทธิภาพมากขึ้น สามารถเข้ าใจความต้องการของลูกค้าได้
อย่างลึกซึ้ง และแนะน าสินค้าที่เกี่ยวข้องได้อย่างตรงจุด ซึ่งไม่เพียงแต่จะช่วยอ านวยความสะดวกให้กับลูกค้า
เท่านั้น แต่ยังช่วยเพิ่มโอกาสในการขายและยกระดับประสิทธิภาพของกระบวนการขายให้ดียิ่งขึ้น 

 
วัตถุประสงค ์
 1. เพ่ือศึกษาและพัฒนาระบบแชทบอทอัจฉริยะที่สามารถเพ่ิมยอดขายด้วยการแนะน าสินค้าที่
เหมาะสมให้แก่ลูกค้ากลุ่มช่าง โดยใช้เทคโนโลยีแอลแอลเอ็ม (Large Language Model), การปรับแต่ง (Fine-
Tuning) และ การเรียกข้อมูล (Retrieval Augmented Generation: RAG) 
 2. เพ่ือวิเคราะห์และประเมินประสิทธิภาพของแบบจ าลองภาษาต่างๆ ในการให้ค าแนะน าสินค้าที่
เกี่ยวข้องกับความต้องการของลูกค้า 
 3. เพ่ือพัฒนาระบบที่สามารถบูรณาการกับแพลตฟอร์มการสื่อสารที่ลูกค้าใช้งานอยู่ ลดความซับซ้อน
และข้อผิดพลาดในกระบวนการสั่งซื้อ                                                                                              
 
การทบทวนวรรณกรรม 

Large Language Model 
แอลแอลเอ็ม (Large Language Model) คือ โมเดลประมวลผล พ้ืนฐานทางภาษาขนาดใหญ่ โดย

เป็นเทคโนโลยีหลักส าหรับการท างานในรูปแบบปัญญาประดิษฐ์ (Generative Artificial Intelligence) ที่มี
ความสามารถในด้านการท าความเข้าใจ และสื่อสารภาษาได้ใกล้เคียงกับมนุษย์ อีกทั้งยังมีพ้ืนฐานความรู้ ความ



 
วารสารร่มยูงทอง   ปีท่ี 3 ฉบับท่ี 1 (มกราคม – เมษายน 2568) / 69 

________________________________________________________________________________ 
 

_______________________________________________________________________________ 
 

ISSN 2985-0193 (Online) Rom Yoong Thong Journal  Vol.3 No.1 (January – April 2025) 
  

เข้าใจในความรู้ทั่วไปอย่างกว้างขวางเนื่องจากถูกฝึกฝน ด้วยชุดข้อมูล (Training Dataset) ทางภาษาขนาด
ใหญ่เป็นจ านวนมาก เช่น หนังสือ เอกสาร และเว็บไซต์ต่างๆ เพ่ือให้มีข้อมูลที่ครอบคลุม และหลากหลาย อีก
ทั้งโครงสร้างของแอลแอลเอ็ม ก็ประกอบไปด้วยพารามิเตอร์ (Parameter) จ านวนมาก ซึ่งเป็นตัวแปรที่ช่วย
ให้แบบจ าลอง (Model) ได้เรียนรู้และปรับตัวในระหว่างการฝึกฝน เพ่ือให้สามารถสร้าง ผลลัพธ์ที่แม่นย าและ
ตรงตามบริบท  

แอลแอลเอ็มถูกพัฒนาต่อยอดจากสถาปัตยกรรมแบบทรานฟอร์เมอร์ (Transformer) ซึ่งเป็นพ้ืนฐาน
ส าคัญที่ช่วยให้โมเดลสามารถประมวลผลข้อมูลขนาดใหญ่และซับซ้อนได้อย่างมีประสิทธิภาพ โดยการสร้าง
ข้อความตอบกลับในแอลแอลเอ็มอาศัยการท านายค าถัดไป (Next Word Prediction) ร่วมกับฐานความรู้
ภายในโมเดลเพ่ือให้ค าตอบที่สร้างขึ้น มีความสอดคล้องกับบริบทของข้อความที่รับเข้ามา โดยสถาปัตยกรรม
ของทรานฟอร์เมอร์ ประกอบด้วยสองส่วนหลัก ได้แก่ การเข้ารหัส (Encoder) ซึ่งมีหน้าที่ประมวลผลและ
ตีความข้อมูลที่น าเข้า และการถอรหัส (Decoder) ที่รับผิดชอบการสร้างข้อความตอบกลับโดยใช้ข้อมูลที่ได้
จากการเข้ารหัส ผสมผสานกับความรู้ที่มีอยู่ในตัวโมเดล กระบวนการนี้ช่วยให้แอลแอลเอ็ม สามารถสร้าง
ค าตอบที่มีความแม่นย า สอดคล้องกับบริบท และเหมาะสมกับการใช้งานในสถานการณ์ต่างๆ 

 

 
ภาพที ่1 สถาปัตยกรรมโมเดลแบบทรานฟอร์เมอร์ 
ที่มา: Minaee, Mikolov, Nikzad, Chenaghlu, Socher, Amatriain & Gao (2024) 
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ด้วยศักยภาพในการเลียนแบบการสื่อสารของมนุษย์อย่างเป็นธรรมชาติ ท าให้แอลแอลเอ็มถูกน ามา 

ใช้งานในฐานะแชทบอท (Chatbot) ที่สามารถให้ค าแนะน าและตอบค าถามตามข้อมูลที่ผู้ใช้ป้อน (Prompt) 
อย่างไรก็ตาม แอลแอลเอ็ม มีข้อจ ากัดส าคัญในเรื่องการเข้าถึงข้อมูลภายนอก (External Data) หรือข้อมูล
เฉพาะในองค์กร ซึ่งส่งผลให้เมื่อเจอค าถามที่ต้องอาศัยข้อมูลดังกล่าว แบบจ าลองอาจสร้างค าตอบที่ไม่แม่นย า
และผิดเพ้ียนจากความเป็นจริง ซึ่งปัญหานี้เรียกว่า Hallucination ท าให้การใช้งานในบางบริบทอาจขาดความ
น่าเชื่อถือ และจ าเป็นต้องพัฒนาระบบเพิ่มเติมเพ่ือแก้ไขข้อจ ากัดดังกล่าว 

 
Fine-Tuning 
วิธีการปรับแต่ง Fine-Tuning คือการปรับแต่งแอลแอลเอ็มเข้ากับความรู้หรือการท างานแบบละเอียด 

และเฉพาะเจาะจง เพ่ือให้สามารถก าหนดรูปแบบการตอบกลับเมื่อเผชิญกับข้อมูลที่ผู้ใช้ป้อนที่ก าหนด เพ่ือให้
สามารถรับมือได้อย่างเหมาะสม โดยน าแอลแอลเอ็ม ที่ถูกฝึกฝนมาแล้ว (Pretrained model) มาอัปเดต
ค่าพารามิเตอร์ให้สอดคล้องกับชุดข้อมูลที่เตรียมไว้ เพ่ือให้แบบจ าลองนั้นสามารถให้ค าตอบ โดยอิงจากชุด
ข้อมูลดังกล่าวได้ ซึ่งการอัปเดตค่าพารามิเตอร์ ทั้งหมดนั้นใช้เวลาและก าลังในการประมวลผลที่มหาศาล จึงมี
การใช้เทคนิค ต่างๆ ดังนี้ 

เทคนิคการแบ่งนับ (Quantization) คือ การลดข้อมูลตัวเลขทศนิยมของการฝึกฝนแอลแอลเอ็มให้มี
ความแม่นย าน้อยลงท าให้ขนาดไฟล์ข้อมูล ต่างๆให้เล็กลงได้ จึงสามารถผ่านกระบวนการปรับแต่งแบบจ าลอง
ได้รวดเร็ว  

 

 
 
ภาพที ่2 การแบ่งนับช่วยลดทรัพยากรที่จ าเป็น แต่ผลลัพธ์ยังคงมีประสิทธิภาพ 
ที่มา: VM, Warrier & Gupta (2024) 
 

จากภาพที่ 2 แสดงให้เห็นว่าการใช้เทคนิคการแบ่งนับ สามารถลดการใช้ทรัพยากรการประมวลผล 
โดยที่ยังคงคุณภาพของชุดค าตอบไว้ โดยตารางดังกล่าว ได้เทียบค าตอบแบบจ าลองจาก ค าถาม "What is 
AION?" จะเห็นได้ว่าแบบจ าลองที่ไม่ได้ใช้เทคนิคลดขนาดแบบการแบ่งนับนั้น ใช้หน่วยความจ าของการ์ดจอใน
การประมวลผลถึง 28 GB เพ่ือสร้างค าตอบของค าถามดังกล่าว ในขณะที่แบบจ าลองที่ผ่านการลดขนาดให้มี
รูปแบบข้อมูลในรูปของ INT8 (8 bit integer) จากเทคนิคลดขนาดข้อมูลแบบ 8 bit (8 bit quantization) 
ดังกล่าวนั้นใช้หน่วยความจ าของการ์ดจอในการประมวลผลเพียงแค่ 8 GB และยังคงสามารถสร้างค าตอบที่มี
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คุณภาพและใกล้เคียงกับแบบจ าลองที่ไม่ได้ใช้เทคนิคดังกล่าวได้ ซึ่งเทคนิคนี้นั้นช่วยให้เครื่องคอมพิวเตอร์ที่มี
ฮาร์ดแวร์แบบทั่วไป สามารถเข้าถึงและใช้งานเทคโนโลยีแอลแอลเอ็มได ้

เทคนิค Low Rank Adaptation (LoRA) คือ การอัปเดตเฉพาะพารามิเตอร์ที่มีความจ าเป็น เพ่ือให้มี
การท างานที่ สอดคล้องกับชุดข้อมูลที่เตรียมไว้ โดยจะเพิกเฉยพารามิเตอร์ (Freeze) ที่ไม่จ าเป็น แล้วรวมเข้า
กับพารามิเตอร์ที่อัปเดตโดยเทคนิคดังกล่าวนี้ช่วยให้ขนาดของแอลแอลเอ็มที่ผ่านปรับแต่งนั้นมีขนาดเล็กลง 

 

 
 
ภาพที ่3 ตัวอย่างการใช้ Quantization และ LoRA ส าหรับการ Fine-Tuning LLM 
ที่มา: Gao, Xiong, Gao, Jia, Pan, Bi, & Wang (2023) 
 

Retrieval Augmented Generation 
วิธีการเรียกข้อมูล (Retrieval Augmented Generation: RAG) คือ วิธีที่ดึงความรู้ภายนอกมาร่วม 

ประมวลผลกับแอลแอลเอ็ม เพ่ือให้สามารถสร้างค าตอบโดยอิงจากข้อมูลดังกล่าวได้ เหมาะกับงานที่อาศัย 
ข้อมูลที่เกิดการเปลี่ยนแปลงได้ตลอดเวลาโดยจะต้องน าข้อมูลดังกล่าวมาแปลงเป็นชุดข้อมูลเวกเตอร์ 
(Embedding) เก็บไว้ในฐานข้อมูล (Indexing) จากนั้นเมื่อต้องการให้แอลแอลเอ็มตอบค าถามโดยอิงจาก ชุด
ความรู้นั้นก็สามารถ แปลงข้อมูลที่ผู้ใช้ป้อนให้อยู่ในรูปแบบข้อมูลแบบเวกเตอร์แล้วดึงข้อมูล (Retrieval) ที่มี
ค่าเวกเตอร์ใกล้เคียงกัน จากฐานข้อมูลมาแล้วส่งให้แอลแอลเอ็มประมวลผลร่วมกัน เพ่ือสร้างค าตอบ 
(Generation) โดยอิงจากชุดข้อมูลที่ได้ดึงมา และมีความเกี่ยวข้องกัน  
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ภาพที ่4 ตัวอย่างกระบวนการ RAG 
ที่มา: Gupta, Shirgaonkar, Balaguer, Silva,  Holstein, Li & Benara (2024) 
 

เริ่มต้นด้วยการปรับแต่งแบบจ าลองแอลแอลเอ็มบนชุดข้อมูลที่ต้องการ เพ่ือให้โมเดลเข้าใจข้อมูล
พ้ืนฐานและปรับตัวให้เข้ากับบริบทเฉพาะ จากนั้นน าโมเดลที่ผ่านการปรับแต่งเข้าสู่กระบวนการเรียกข้อมูล 
เพ่ือเพ่ิมความสามารถในการอ้างอิงข้อมูลล่าสุด ส่งผลให้การตอบมีความแม่นย าและมีประสิทธิภาพมากขึ้น 

 
 
ภาพที ่5 เปรียบเทียบประสิทธิภาพความแม่นย าของแอลแอลเอ็มต่างๆ 
ที่มา: Gupta, Shirgaonkar, Balaguer, Silva,  Holstein, Li & Benara (2024) 
 
วิธีด าเนินการวิจัย 

ความส าคัญของการแก้ไขปัญหา (Value Proposition) 
กลุ่มลูกค้าขององค์กรส่วนใหญ่ประกอบด้วยกลุ่มช่างที่ต้องใช้วัสดุก่อสร้างในงานต่างๆ โดยเมื่อมีการ

สั่งซื้อสินค้า ลูกค้ามักจะสั่งซื้อตามรายการที่ต้องการไม่ได้มีการระบุว่าจะน าสินค้าที่สั่งไปใช้งานในรูปแบบใด 
ท าให้พนักงานขายจ าเป็นต้องมีความรู้เชิงลึก เพ่ือสามารถแนะน าสินค้าที่เหมาะสมจากประเภทงานก่อสร้างได้
อย่างแม่นย า 

อย่างไรก็ตาม จากการศึกษาพบว่ากระบวนการสั่งซื้อสินค้าผ่านไลน์ มีข้อจ ากัดส าคัญในการเพ่ิม
ยอดขายผ่านการแนะน าสินค้าเพ่ิมเติม คือ ข้อจ ากัดในการสื่อสารระหว่างพนักงานขายและลูกค้า ข้อจ ากัด



 
วารสารร่มยูงทอง   ปีท่ี 3 ฉบับท่ี 1 (มกราคม – เมษายน 2568) / 73 

________________________________________________________________________________ 
 

_______________________________________________________________________________ 
 

ISSN 2985-0193 (Online) Rom Yoong Thong Journal  Vol.3 No.1 (January – April 2025) 
  

ด้านความรู้เชิงลึกของพนักงานขาย และความเร่งด่วนในการตอบข้อความจากลูกค้า ซึ่งท าให้การสนทนามัก
มุ่งเน้นไปที่การยืนยันค าสั่งซื้อเพียงอย่างเดียว โดยไม่สามารถแนะน าสินค้าที่เกี่ยวข้องหรือสินค้าอ่ืนๆ ที่อาจ
ตรงกับความต้องการของลูกค้าได้ ส่งผลให้โอกาสในการเพ่ิมยอดขายลดลง 

เพ่ือแก้ไขปัญหาดังกล่าว จึงได้พัฒนาระบบแชทบอทบนไลน์ออฟฟิศเชียลแอคเคาท์ โดยใช้เทคโนโลยี 
แอลแอลเอ็มที่สามารถสื่อสารและเข้าใจความต้องการของลูกค้าได้อย่างแม่นย า โดยการประยุกต์ใช้เทคนิค 
การปรับแต่งแบบจ าลอง และ การเรียกข้อมูล เพ่ือเสริมความสามารถในการแนะน าสินค้า โดยการดึงข้อมูล
ความสัมพันธ์ระหว่างสินค้า 

โดยจากการท างานร่วมกับทีมผู้จัดการผลิตภัณฑ์ (Product Manager) ได้มีการก าหนดแนวทางการ
เพ่ิมยอดขายผ่านการจัดกลุ่มความสัมพันธ์ของสินค้าในรูปแบบ BOM Diagram ซึ่งแบ่ง ความสัมพันธ์ออกเป็น 
2 ประเภทหลัก ได้แก่ ความสัมพันธ์ระหว่างสินค้ากับสินค้า และความสัมพันธ์ระหว่างสินค้ากับรูปแบบงาน
ก่อสร้าง ซึ่งจะช่วยให้บอทสามารถแนะน าสินค้าได้อย่างแม่นย าและตรงตามบริบทของลูกค้า 

 

 
 
ภาพที ่6 ตัวอย่างความสัมพันธ์ระหว่างสินค้ากับสินค้าในกลุ่มกระจก 
ที่มา: ผู้วิจัย 
 

 
 
ภาพที ่7 ตัวอย่างความสัมพันธ์ระหว่างสินค้ากับรูปแบบงานก่อสร้าง 
ที่มา: ผู้วิจัย 
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การออกแบบขั้นตอนการท างานของบอท (Activity Diagram) 
โครงสร้างล าดับขั้นตอนในการสั่งซื้อสินค้าของลูกค้าและการตอบกลับของบอทที่ส่งผลต่อการ

ประมวลผลค าตอบของแอลแอลเอ็ม ซึ่งสามารถระบุได้ดังนี้ 
 

 
ภาพที ่8 การออกแบบล าดับขั้นตอนการตอบกลับของแชทบอท 
ที่มา: ผู้วิจัย 
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การออกแบบวิธีการเตรียมข้อมูล (Dataset) 
ข้อมูลที่เตรียมจะถอดแบบมาจาก BOM Diagram และจัดเตรียมในรูปแบบชุดข้อมูล Alpaca ที่แต่ละ

ข้อมูลประกอบไปด้วย Instruction, Input โดย 2 สิ่งนี้รวมกันเป็นการป้อนข้อมูลในการส่งให้แอลแอลเอ็ม
ประมวลผล และตอบกลับ 

 
ตาราง 1 ตารางข้อมูลที่จัดเตรียม เพื่อเทรนแอลแอลเอ็ม 

Instruction Input Output 
สินค้าท่ีมีในระบบ หมวดหมู่อุปกรณ ์ สีทาฝ้า, สกร,ู  

สีย้อมไม ้ 
การใช้งานสินค้า งานฝ้าเพดาน, ฝ้าเพดาน, อุปกรณ ์ สีทาฝ้า, สกร,ู ยาแนวอคริลิก 
แนะน าสินค้า สีทาฝ้า, สกร ู สีย้อมไม,้ ยาแนวอคริลิค  

 
การออกแบบการประเมินโมเดล 
การประเมินประสิทธิภาพของแบบจ าลองแอลแอลเอ็ม ใช้การเปรียบเทียบผลลัพธ์กับค าตอบ

มาตรฐานจากการป้อนข้อมูลที่ก าหนด โดยทดสอบกับแบบจ าลอง 3 เวอร์ชัน ได้แก่ Llama-3.1-8B ที่ผ่าน
กระบวนการปรับแต่งแล้ว และ แบบจ าลองแบบปิด 2 แบบจ าลอง ได้แก่ GPT-4o และ Claude 3.5 Sonnet 
ผ่านชุดข้อมูล 3 ประเภท ได้แก่ สินค้าท่ีมีในระบบ ความสัมพันธ์ระหว่างสินค้ากับการใช้งาน  
และการแนะน าสินค้า ซึ่งแบ่งข้อมูลออกเป็นชุดฝึกอบรม (Training) และชุดทดสอบ (Testing) 

การเปรียบเทียบเน้นการวัดค่าความแม่นย า (Accuracy) ในการน าโมเดลเข้ากระบวนการเรียกข้อมูล
เพ่ือวิเคราะห์ว่าแบบจ าลองใดเหมาะสมที่สุดส าหรับการแนะน าสินค้าและตอบสนองความต้องการลูกค้า  
ดังแสดงในตารางที่ 2, 3 และ 4 
 

การประยุกต์ใช้แบบจ าลอง 
หลังจากการพัฒนาแบบจ าลองแอลแอลเอ็ม ด้วยการเทรนจากชุดข้อมูลที่ครอบคลุมสินค้า 

ความสัมพันธ์ระหว่างสินค้าและการใช้งาน รวมถึงข้อมูลส าหรับการแนะน าสินค้า โมเดลที่ได้จะถูกน ามาใช้งาน
ในระบบแชทบอทที่เชื่อมต่อกับไลน์ออฟฟิศเชียลแอคเคาท์ ด้วย LINE Messaging API ในรูปแบบของ 
Webhook เพ่ือเพ่ิมประสิทธิภาพในการให้บริการลูกค้า โดยแบบจ าลองจะช่วยตอบค าถามและแนะน าสินค้า 
ที่เหมาะสมสอดคล้องกับความต้องการของลูกค้า 

เมื่อแบบจ าลองประมวลผลค าถามและวิเคราะห์ความต้องการของลูกค้าได้ หากลูกค้ายืนยันค าสั่งซื้อ
หรือข้อมูลอ่ืนที่เกี่ยวข้อง ระบบจะบันทึกค าสั่งเหล่านั้นและส่งต่อไปยังฝ่ายปฏิบัติการ เช่น พนักงานขายหรือ
ฝ่ายการตลาดดิจิทัล เพ่ือให้พนักงานสามารถด าเนินการตามขั้นตอนการขาย เช่น การออกใบเสนอราคา  
การจัดท าเอกสารค าสั่งซื้อ หรือเอกสารอื่นที่เก่ียวข้อง  

นอกจากนี้ ระบบยังจัดเก็บข้อมูลการสนทนาระหว่างลูกค้าและแชทบอท รวมถึงข้อมูลการ
ประสานงานระหว่างลูกค้าและพนักงานที่เกี่ยวข้องผ่านระบบหลังบ้าน พร้อมทั้งติดตามสถานะของค าสั่งซื้อ
เพ่ือวิเคราะห์ผลลัพธ์ โดยข้อมูลจากค าสั่งซื้อที่ส าเร็จและค าสั่งซื้อที่ไม่ส าเร็จจะถูกน ามาวิเคราะห์เพ่ือระบุ
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ปัจจัยที่ส่งผลต่อความส าเร็จหรือข้อจ ากัดในการท างาน ซึ่งการวิเคราะห์จะช่วยปรับปรุงกระบวนการแนะน า
สินค้า พัฒนากลยุทธ์การขายใหม่ๆ และเพ่ิมประสิทธิภาพการให้บริการของแชทบอทเพ่ือตอบสนองความ
ต้องการของลูกค้าได้ดียิ่งขึ้น 

กระบวนการดังกล่าวท าให้โมเดลที่พัฒนาแล้วสามารถน ามาใช้ได้อย่างครอบคลุมและเป็นระบบ ช่วย
เพ่ิมความสะดวกและความรวดเร็วในการให้บริการลูกค้า เสริมความคล่องตัวในกระบวนการขาย และสร้าง
โอกาสในการเพิ่มยอดขายและประสิทธิภาพทางธุรกิจในระยะยาว 
 

 
 

ภาพที ่9 การตอบกลับของแชทบอทที่ใช้แบบจ าลองแอลแอลเอ็มบนช่องทางไลน์ออฟฟิศเชียลแอคเคาท์ 
ที่มา: ผู้วิจัย 
 

การออกแบบการประเมินความพึงพอใจในการใช้งานแชทบอท 
เป็นการให้ผู้ใช้ได้ทดลองสนทนากับแชทบอทที่ขับเคลื่อนด้วยแอลแอลเอ็ม และ ส ารวจความพึงพอใจ 

ในด้านต่างๆ โดยเริ่มจากการประเมินความแม่นย าในการตอบค าถามว่า ผลลัพธ์ที่ได้รับมีความถูกต้องหรือไม่ 
การประเมินความลื่นไหลของบทสนทนา ซึ่งวัดว่าแอลแอลเอ็ม สามารถตีความค าถามหรือป้อนข้อมูลได้อย่าง
ถูกต้องและสามารถตอบสนองในหัวข้อที่ก าลังสนทนาได้อย่างต่อเนื่องและสอดคล้อง 

นอกจากนี้ยังมีการประเมินด้านความเร็วในการโต้ตอบ เพ่ือวัดว่าระบบสามารถสร้างค าตอบได้รวดเร็ว
และเหมาะสมกับบริบทที่ก าหนดไว้หรือไม่ รวมถึงความเหมาะสมของค าตอบในรูปแบบที่สอดคล้องกับความ
ต้องการของผู้ใช้งาน สุดท้ายคือการประเมินความพึงพอใจโดยรวมเพ่ือวิเคราะห์ว่ าค าตอบจากระบบสามารถ
สร้างประสบการณ์ท่ีน่าพึงพอใจได้หรือไม่ การรวบรวมข้อมูลทั้งหมดนี้ช่วยให้สามารถวิเคราะห์  ตัดสินใจเลือก
โมเดลที่เหมาะสมที่สุดและมีประสิทธิภาพส าหรับการใช้งานจริง  
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ผลการวิจัย 
การติดตามสังเกตการณ์และประเมินผลการท างานมีการแบ่ง การประเมินเป็น 2 รูปแบบดังนี้ 
การประเมินประสิทธิภาพความแม่นย าของแอลแอลเอ็ม 
การประเมินประสิทธิภาพความแม่นย าถูกแบ่งออกตาม แต่ละประเภทหัวข้อของค าถาม หรือการป้อน

ข้อมูล โดยผลลัพธ์ที่สอดคล้องกับชุดข้อมูลที่เตรียมไว้คือผลลัพธ์ที่ถูกต้อง และผลลัพธ์ที่ไม่สอดคล้อง หรือไม่ 
สามารถตอบได้ตรงประเด็น กับการป้อนข้อมูล ก็จะถูกนับเป็นผลลัพธ์ที่ไม่ถูกต้องหรือ Hallucination ติดตาม
ความพึงพอใจของการน าแอลแอลเอ็มไปใช้งาน 

โดยการประเมินผลนี้ได้ใช้แบบจ าลอง Llama-3.1-8B ที่ได้ผ่านกระบวนการปรับแต่งแบบจ าลองให้
เข้ากับชุดข้อมูลความรู้ทั้งหมดที่ได้เตรียมไว้เป็นจ านวน 2,732 ชุดรวมเข้ากับกระบวนการดึงข้อมูลเทียบกับ
แบบจ าลองแบบปิด ทั้ง 2 ที่โด่งดังได้แก่ GPT-4o และ Claude 3.5 Sonnet โดยที่แบบจ าลองแบบปิดทั้ง 2 
ไม่สามารถปรับแต่ง เพ่ือใช้งานแบบส่วนตัวได้ แต่สามารถใช้การดึงข้อมูลร่วมได้ 

 
ตาราง 2 ตารางผลการประเมินประสิทธิภาพแบบจ าลอง ในการตรวจสอบสินค้าที่มีในระบบ 

LLM 
# of Embeded Dataset 

for RAG Pipeline 
# of Dataset for 

Testing 
Accuracy (Fine-Tuning + 

RAG) 
Llama-3.1-8B 
(Fine-Tuned) 

12074 100 79% 

GPT-4o 12074 100 74% 
Claude 3.5 Sonnet 12074 100 69% 

 
ตาราง 3 ตารางผลการประเมินประสิทธิภาพแบบจ าลอง ในการเชื่อมโยงสินค้ากับการใช้งาน 

LLM 
# of Embeded Dataset 

for RAG Pipeline 
# of Dataset for 

Testing 
Accuracy (Fine-Tuning + 

RAG) 
Llama-3.1-8B 
(Fine-Tuned) 

12074 100 87% 

GPT-4o 12074 100 82% 
Claude 3.5 Sonnet 12074 100 78% 

 
ตาราง 4 ตารางผลการประเมินประสิทธิภาพแบบจ าลอง ในด้านการ แนะน าสินค้า 

LLM 
# of Embeded Dataset 

for RAG Pipeline 
# of Dataset for 

Testing 
Accuracy (Fine-Tuning + 

RAG) 
Llama-3.1-8B 
(Fine-Tuned) 

12074 100 82% 

GPT-4o 12074 100 86% 
Claude 3.5 Sonnet 12074 100 80% 
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การประเมินความพึงพอใจในการใช้งานแชทบอท 
จากผลส ารวจกลุ่มตัวอย่างผู้ใช้งานจ านวน 112 คน พบว่าการประเมินความพึงพอใจของผู้ใช้งาน 

(Likert Scale) ในการน าแอลแอลเอ็มที่ผ่านกระบวนการปรับแต่ง และ การดึงข้อมูล แล้วน าไปใช้ในการตอบ
ค าถามตามแต่ละบริบทของการใช้งาน โดยจะวัดค่าเฉลี่ยจาก ระดับความพึงพอใจ 1-5 ในแต่ละหัวข้อประเมิน
โดยที่ระดับ 1 คือ พอใจน้อยที่สุด และระดับ 5 คือ พอใจมาก 

 
ตาราง 5 ตารางผลการประเมินค่าเฉลี่ยความพึงพอใจการใช้งาน 

หัวข้อประเมิน 
ความแม่นย าใน 
การตอบค าถาม 

ความลื่นไหล 
ของบทสนทนา 

ความเร็วใน 
การตอบสนอง 

ความเหมาะสม 
ในบริบท 

ความพึงพอใจ 
ต่อผลลัพธ์
โดยรวม 

Llama-3.1-8B 
(Fine-Tuned) 

4.8 4.2 3.9 4.9 4.6 

GPT-4o 4.4 4.7 4.8 4.2 4.3 

Claude 3.5 Sonnet 4.4 4.4 4.6 4.1 4.1 

 
อภิปรายผลการวิจัย 

จากข้อจ ากัดในการสื่อสารระหว่างพนักงานขายและลูกค้า การตอบข้อความที่มีความเร่งด่วน รวมถึง
การขาด ความรู้เชิงลึกของพนักงานขายในการแนะน าสินค้า ท าให้ไม่สามารถแนะน าสินค้าที่เกี่ยวข้องหรือเพ่ิม
ยอดขายได้อย่างเต็มที่ ดังนั้นการพัฒนา ระบบแชทบอทที่สามารถเข้าใจความต้องการและแนะน าสินค้าอย่าง
แม่นย าด้วยแอลแอลเอ็ม (Large Language Model) รวมกับเทคนิคการประแต่งแบบจ าลอง (Fine-Tuning) 
และการดึงข้อมูล (Retrieval Augmented Generation:RAG) จึงเป็นแนวทางในการเพ่ิมยอดขาย 
อย่างมปีระสิทธิภาพ 

ผลการประเมินประสิทธิภาพและความพึงพอใจของผู้ใช้งาน พบว่ าแบบจ าลอง Llama-3.1-8B มี
ความโดดเด่นในด้านความแม่นย าในการตอบค าถาม ความลื่นไหลของการสนทนาและความเหมาะสมกับ
บริบทของการแนะน าสินค้า แม้ว่าความเร็วในการตอบสนองของโมเดลนี้จะต่ ากว่าแบบจ าลองแบบปิดเล็กน้อย 
แต่ยังคงอยู่ในระดับที่ยอมรับได้ส าหรับการใช้งานจริง 

ด้วยเหตุนี้แบบจ าลอง Llama-3.1-8B จึงได้รับการคัดเลือกเป็นโมเดลหลักในการพัฒนาระบบ       แช
ทบอทส าหรับแพลตฟอร์มไลน์ออฟฟิศเชียลแอคเคาท์ โดยมุ่งเน้นการเพ่ิมประสิทธิภาพในการตอบสนองต่อ
ความต้องการของลูกค้า ช่วยให้การแนะน าสินค้ามีความแม่นย า และสอดคล้องกับความต้องการของลูกค้ามาก
ขึ้น อีกทั้งยังสร้างโอกาสในการเพิ่มยอดขายในระยะยาวได้ดี 
 

นอกจากนี้ แม้ว่าแบบจ าลอง Llama-3.1-8B จะให้ผลลัพธ์ที่ดี แต่ด้วยลักษณะการท างานที่ต้อง
ประมวลผลบนเครื่องคอม ซึ่งแตกต่างจากแบบจ าลองแลลปิดอย่าง GPT-4 หรือ Claude 3.5 Sonnet ที่ใช้
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การประมวลผลผ่าน API จึงจ าเป็นต้องค านึงถึง ประสิทธิภาพของเซิร์ฟเวอร์ที่ต้องรองรับการท างานอย่าง
รวดเร็วและทันต่อความต้องการของผู้สนทนา การพ่ึงพาเทคนิคการหาค่าที่เหมาะสมที่สุด (optimization) 
และแคช (cache) จึงมีความส าคัญในการลดภาระ การท างานของเซิร์ฟเวอร์ 
 
ข้อเสนอแนะ 

ส าหรับการพัฒนาในอนาคต เมื่อข้อมูลได้รับการอัปเดต มากขึ้น จ าเป็นต้องมีการปรับแต่งแบบจ าลอง
ข้อมูลใหม่และพิจารณา คัดกรองข้อมูลเก่าที่ล้าสมัยออกจากระบบในขั้นตอนการดึงข้อมูล เนื่องจากการมี
ข้อมูลชุดเดียวกันปริมาณมากแต่ใช้งานได้จริงน้อย อาจก่อให้เกิด Noise และส่งผลให้แอลแอลเอ็มประมวลผล
ค าตอบ ผิดพลาดจากการอ้างอิงชุดข้อมูลเก่าร่วมด้วย 

1. การปรับปรุงและบ ารุงรักษาระบบ  เมื่อข้อมูลได้รับการอัปเดตมากขึ้น จ าเป็นต้องมีการปรับแต่ง
แบบจ าลองข้อมูลใหม่และพิจารณาคัดกรองข้อมูลเก่าที่ล้าสมัยออกจากระบบในขั้นตอนการดึงข้อมูล ดังนั้น
ควรพัฒนาระบบการจัดการข้อมูลอัตโนมัติที่สามารถคัดกรองและปรับปรุงชุดข้อมูลให้ทันสมัยอยู่เสมอ 

2. การต่อยอดเชิงกลยุทธ์ทางธุรกิจ ควรขยายระบบให้ครอบคลุมกลุ่มลูกค้าอ่ืนๆ นอกเหนือจากกลุ่มช่าง  
เช่น เจ้าของโครงการ สถาปนิก หรือผู้รับเหมา ซึ่งแต่ละกลุ่มอาจมีความต้องการและการใช้งานที่แตกต่างกัน 
ดังนั้นควรพัฒนาระบบวิเคราะห์ข้อมูลเชิงลึก (Analytics) เพ่ือติดตามพฤติกรรมการซื้อและช่วยในการวางแผน
กลยุทธ์การตลาดและการขายที่เหมาะสม และควรศึกษาโอกาสในการขยายการใช้งานไปยังช่องทางอ่ืนๆ 
นอกเหนือจาก LINE เช่น Facebook Messenger หรือเว็บไซต์ของบริษัท 
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